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Abstract: A parallel algorithm for the manipulation of Zero-suppressed Binary Decision Diagrams (ZBDDs) on a shared memory multi-processor system was described. Theoretical analysis showed that parallel manipulation of ZBDD has a better time performance than the sequential operation of ZBDD. Since the parallel ZBDD algorithm uses much less time than the ordinary ZBDD algorithm, a real-time calculation can be done in the risk monitoring of a nuclear power plant, which would do a favor of accelerating emergency response and improving safety of nuclear power plants.
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1. INTRODUCTION

Fault tree analysis is one of the main methods used in Probabilistic Safety Assessment (PSA) of a nuclear power plant. For solving a large fault tree, many new methods were introduced in the past years, such as Binary Decision Diagram (BDD) [1-3], Zero-suppressed Binary Decision Diagram (ZBDD) [4-6], variable ordering [7-10] and truncation technology [11], functional decomposition [12]. BDD Algorithm made the large fault tree analysis based on computer possible, and ZBDD algorithm improved the calculation speed greatly. However, in some cases like risk monitor which needs a real-time analysis, traditional ZBDD algorithm still need further improvement to meet such demand.

ZBDDs are very efficient representations of a factorized structure of minimal cut sets (MCSs), and are widely used for solving a fault tree. The ZBDD algorithm is known as an efficient replacement of a cutset-based algorithm that is based on traditional Boolean algebra, since that logic operations on logic functions, such as AND and OR, are reduced to operations on ZBDDs with a set of new ZBDD operation formulae developed in 2004 by Woo Sik Jung. However, operations on ZBDDs are time-consuming in some cases, and a fast manipulation method is needed.

Algorithm implemented by serial program traditionally cannot be accelerated in Multi-core computer widely used nowadays, so hardware performance advantage was constrained. There
are two approaches transforming serial program to parallel program, one of which is transformed automatically by compiler and the other is re-write the code. The second one was adopted by the paper because it can adapt the hardware environment of Multi-core computer more appropriately. A parallel ZBDD manipulation method was proposed and its performance was theoretically analyzed. This method would be applied in the Reliability and Probabilistic Safety Analysis Program RiskA [13-21] in later work.

2. TRADITIONAL MANIPULATION

ZBDD was proposed by S. Minato, and a set of new operation formulas shown below based on ZBDD was developed by Woo Sik Jung. In the four formulas (1)–(4), \( Y = \text{ite}(y, Y_1, Y_2) \) where the variable ordering of \( y > x \). \( X_1 \) and \( Y_1 \) are the left sub-trees of ZBDD, and \( X_2 \) and \( Y_2 \) are the right sub-trees.

\[
\begin{align*}
\text{ite}(x, X_1, X_2)\text{ite}(x, Y_1, Y_2) &= \text{ite}(x, (X_1Y_1+X_1Y_2+X_2Y_1), X_2Y_2) \\
\text{ite}(x, X_1, X_2) + \text{ite}(x, Y_1, Y_2) &= \text{ite}(x, (X_1+Y_1), (X_2+Y_2)) \\
\text{ite}(x, X_1, X_2)\text{ite}(y, Y_1, Y_2) &= \text{ite}(x, X_1 Y_1 X_2 Y) \\
\text{ite}(x, X_1, X_2) + \text{ite}(y, Y_1, Y_2) &= \text{ite}(x, (X_1+X_2)Y)
\end{align*}
\]

As with the manipulation, the construction of a ZBDD from a fault tree was focused on. Transformation from basic events in fault tree to variable in ZBDD was done one by one from bottom to up as post-order traversal in traditional implementation of ZBDD algorithm.

Take the fault tree illustrated in Fig.1 for example, all fault tree nodes form a sequence as D, E, G4, A, B, G2, C, F, G, G5, G3, G1 according to the post-order traversal. Based on this sequence, ZBDD manipulations were done from D to G1, and the construction of a ZBDD from the whole fault tree was completed when the last operation on G1 was made. Suppose the variable ordering was \( A < B < C < D < E < F < G \), and the corresponding variable in ZBDD was identified as a, b, c, d, e, f, g. The operation sequence would be shown by a set of expressions below. The result shown in Fig.2 of the last operation on G1 was the corresponding ZBDD of fault tree in Fig.1.

![Fig.1 An example of a fault tree](image-url)
Table 1: ZBDD operation sequence for the fault tree in fig.1

<table>
<thead>
<tr>
<th>Order</th>
<th>Fault tree node</th>
<th>ZBDD operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>D</td>
<td>\text{ite}(d,1,0)</td>
</tr>
<tr>
<td>2</td>
<td>E</td>
<td>\text{ite}(e,1,0)</td>
</tr>
<tr>
<td>3</td>
<td>G4=DE</td>
<td>\text{ite}(d,1,0) \text{ite}(e,1,0) = \text{ite}(d,\text{ite}(e,1,0),0)</td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>\text{ite}(a,1,0)</td>
</tr>
<tr>
<td>5</td>
<td>B</td>
<td>\text{ite}(b,1,0)</td>
</tr>
<tr>
<td>6</td>
<td>G2=G4AB</td>
<td>\text{ite}(d,\text{ite}(e,1,0),0) \text{ite}(a,1,0) \text{ite}(b,1,0) = \text{ite}(a,\text{ite}(b,\text{ite}(d,\text{ite}(e,1,0),0),0),0)</td>
</tr>
<tr>
<td>7</td>
<td>C</td>
<td>\text{ite}(c,1,0)</td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>\text{ite}(f,1,0)</td>
</tr>
<tr>
<td>9</td>
<td>G</td>
<td>\text{ite}(g,1,0)</td>
</tr>
<tr>
<td>10</td>
<td>G5=F+G</td>
<td>\text{ite}(f,1,0)+\text{ite}(g,1,0) = \text{ite}(f,1,\text{ite}(g,1,0))</td>
</tr>
<tr>
<td>11</td>
<td>G3=CG5</td>
<td>\text{ite}(c,1,0) \text{ite}(f,1,\text{ite}(g,1,0)) = \text{ite}(c,\text{ite}(f,1,\text{ite}(g,1,0)),0)</td>
</tr>
<tr>
<td>12</td>
<td>G1=G2+G3</td>
<td>\text{ite}(a,\text{ite}(b,\text{ite}(d,\text{ite}(e,1,0),0),0),0) + \text{ite}(c,\text{ite}(f,1,\text{ite}(g,1,0)),0) = \text{ite}(a,\text{ite}(b,\text{ite}(d,\text{ite}(e,1,0),0),0),\text{ite}(c,\text{ite}(f,1,\text{ite}(g,1,0)),0))</td>
</tr>
</tbody>
</table>

In this case, suppose each operation lasted $t_i$ ($i = 1, 2, \ldots, 12$) seconds, so the whole process of ZBDD construction needed $t$ seconds which can be obtained by the following formulæ.

$$t = \sum_{i=1}^{12} t_i$$  \hspace{1cm} (5)

3. PARALLEL MANIPULATION

As mentioned in section 2, we focus on the construction of a ZBDD from a fault tree, and devised a parallel algorithm for the construction. The construction was just done through a set of operations on ZBDDs. In the construction, there are many logic operations to be processed, and some of them can be processed in parallel. At first, we introduce an extraction method and a parallel-execution method for such parallelizable operations. This is the parallel execution method for an operation sequence (or a set of operations). To extract more parallelism, we introduce a dynamic expansion method of a logic operation. The dynamic expansion is a

Fig. 2 ZBDD of the fault tree in fig. 1
method to obtain sub-operations from ZBDD operation formulae. These sub-operations are executed in parallel and the results of these sub-operations are merged to obtain the result of the original operation.

The parallel execution method was to construct ZBDD from the fault tree layer by layer from bottom to top. We also take the fault tree in fig.1 for example. The whole tree could be divided into four layers which were \{D, E, F, G\}, \{G4, A, B, C, G5\}, \{G2, G3\} and \{G1\} shown in fig.3. So the construction could be done by four steps: in step 1, basic events D, E, F and G were transformed to ZBDD in parallel, which were done as operation 1, 2, 8 and 9 in table 1; in step 2, G4, A, B, C and G5 were processed to construct ZBDD in parallel, which were done as operation 3, 4, 5, 7 and 10 in table 1; in step 3, G2 and G3 were processed to construct ZBDD in parallel, which were done as operation 6 and 11; in the last step, G1 was processed to construct the whole ZBDD as shown in fig.2, which was corresponding to the last operation in table 1.

![Fig. 3 Steps of the parallel algorithm](image)

In each operation from fault tree to ZBDD, some sub-operations could be done in parallel too. In the four formulas (1)–(4), for example, in the first one, the sub-operation like \(X_1 Y_1\), \(X_1 Y_2\), \(X_2 Y_1\) and \(X_2 Y_2\) could be done in parallel.

If suppose each operation lasted \(t_i\)' (i = 1, 2…, 12) seconds, so \(t_i \leq t\) because of the parallel of the sub-operations of each operation. Then, step 1 would last \(\max\{t_1, t_2, t_8, t_9\}\), while step 2 lasting \(\max\{t_3, t_4, t_5, t_7, t_{10}\}\), step 3 lasting \(\max\{t_6, t_{11}\}\), step 4 lasting \(t_{12}\). So the whole process of ZBDD construction needed \(t\) seconds which can be obtained by the following formulae.

\[
t' = \max\{t_1, t_2, t_8, t_9\} + \max\{t_3, t_4, t_5, t_7, t_{10}\} + \max\{t_6, t_{11}\} + t_{12}
\]

\[
t' \leq \max\{t_1, t_2, t_8, t_9\} + \max\{t_3, t_4, t_5, t_7, t_{10}\} + \max\{t_6, t_{11}\} + t_{12} < \{t_1 + t_2 + t_8 + t_9\} + \{t_3 + t_4 + t_5 + t_7 + t_{10}\} + \{t_6 + t_{11}\} + t_{12} = t
\]

That is, \(t' < t\) was established.

4. SUMMARY

A parallel manipulation method for ZBDD was presented in the paper, and theoretical analysis demonstrated the higher efficiency of such method. Our parallel algorithm would be implemented in C++ on a shared memory multi-processor system, and its efficiency would be
demonstrated quantificationally by performing benchmark tests in future work.
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